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Theorem 1. (Gitik, Kanovei, K.) Let My FE Uy is a measure on kg . Let C be a
Prikry sequence for Uy over My. Then

VZ € My|C13C"CC,C"e My|C] My|Z] = My|C"].
This implies:

—  the constructibility degrees of sets in the Prikry generic extension over the
ground model My are parametrized by P(w)/fin.

— every proper intermediate inner model N, My C N C My|C|, of ZFC is a
Prikry generic extension of the form My|C’] for some C’' C C ; hence
Prikry forcing is a “minimal” forcing for singularizing a measurable car-
dinal.

— ({N|My S N CMy[C]},C) = (P(C)M0), C /fin) = (P(w)™°, C /fin)

We sketch the theorem for Z C kg and for Z C mar .



1. Prikry forcing

Definition 2. Prikry forcing is the partial order (P,<) defined by
P={(a,A)|a € [ko]<¥, A€ Uy max(a) <min (A)}

and

(a,A) < (b, B) iff a \bC BAAC B,

If G is P-generic over M, then

C:Ua

(a,A)EG

is a Prikry sequence for Uy, i.e.

VA€ P(ko) N My (A€ Uy« C \ A is finite).



Proposition 3.
a) Mo|G|= My|C], with G={(a,A) e P|C\A=a}
b) Vi,N My="V,., N My|C].
c) Cardinals are absolute between My and My|C].

d) C s cofinal in ko of ordertype w.

Theorem 4. (A.Dodd, R.B.Jensen) If a reqular cardinal k is turned into a sin-
gular cardinal of cofinality w then k is measurable in an inner model and there is
a Prikry sequence for that measure.



2. Iterated Ultrapowers

Definition 5. Define the iteration
(M, Unny s Tmn) m<n<w
of (My,Up) by recursion:
—  Too=1d
—  Tmmt1: My — My 11 =Ult(M,,, Uy,) is the ultrapower of M, by Up,

T, m+10 Tim If 1< M

— Um—f—lzﬂ-m,m—{—l(Um); "im—l—lzﬂm,m—f—l("im)

— My, (Tmw)m<w 1S the transitive direct limit of the system (M,

7".7’nn)7n<n<w

— Uw:ﬂ-Ow(UO)y ’%w:WOw(HO)



Proposition 6.
a) Tmw | Km=1d
b) Mm — {WOm(f)<H07 sy /{m—l) | f S MO ) f: K(T)n_> MO}

c) VAe P(ky,) N M, (AU, < {km|m <w}\ A is finite), i.e., {kmm<w}

1s a Prikry sequence for U, .



3. An Intersection Model

Set M=M,, k=ky,, U=U,, D={rpm<w}.

Definition 7. Define an intersection model by

N:ﬂMm

m<w

Proposition 8. The intersection model N equals M |D], the Prikry extension of
M by D.



Theorem 9.

VZ Ck,Z e M[D]|3D’'C D M[Z]= M|D’]

Wellorder ascending sequences ag < ... < au,—1 and (g < ... < B, _1 lexicographi-
cally from the top: (aqg, ..., m—1) < (Bo, ..., Bn—_1) iff there is some 7 such that

N —1 — 571—1 g eeey 3 — 571—1’ , ﬂn—i—l exists, and if A —5—1 exists, then

Um—i—1 < Brn—i—1-



Lemma 10. Let ue M, . Let ag < ... < ay—1 be < -mintmal such that there 1s
feMy, f:ky'— My such that

u:T‘-On(f)(O‘Oa ~°7am—1)-

Then {ag,...,am—1} C{Koy ..o, Kn—1}-

If ap<...<am_1 1s <-minimal such that
u:ﬂ-On(f)(OéOa'“aOém—l)

and if moreover u C k,, then ap<...<am_1 18 < -mintmal such that

u=m0u( ), .. Um—1) N Ky .



Proof. Assume that {ag, ..., @m_1} € {Ko, ..., Kn—1} and let i be maximal such
that a; ¢ {ko, ..., kn—1}. Let xk; be minimal such that «; < k;. By the representa-
tion theorem there is some g € My, g: kb — My such that

a; =701(g) (Ko, -y KI-1).
Then
a; =Ton(g) (Ko, -y Ki—1)-
Let (g <... < 3,_1 enumerate
{/foa “eey /fl—l} U {&0, vy Qg —1, Qg 41,5 -y Oém—1}-

Note that (Bo, ..., Br—1) < (g, ..y G —1)-
Let

(Koy eeey K1—1) = (Bjoy -+, Bjy_1)
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and

(0407 veey QG — 1, Qg4 1,5 -y am—l) — (61@07 <oy ﬁki_p 61%4_17 ceey ﬁkm_l)-

Define h: kj— My by

h(‘SOv ceey 57“—1) — f(fkov ceey fki—ﬂ g(fjov ceey fjl—l)? £k¢+17 ceey fkm—l)'

Then

N
3

0 QQ; +eey O —1)
o, - CYz‘—1,7T0n(g)(/<307 “eey /fl—1), Q41 .0, am—1)

(f)(
(f)(
0n(f) (Bros -+ Bri— 1> Ton(9) (Bjor -5 Bir_1)s Brssrs o Bl —1)
(£)(Bo, s Br—1)

N
(@)
3

N

TOon

contradicting the minimality of (ag, ..., Qm—1)-

Proof of Theorem 9.
For Z € M the theorem is obvious. So consider Z Ck, Z € M[D]\ M.
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Lemma 11. x is singular in M|[Z].

Proof. Assume not. For m <w let
Z =7om(fm)(Koyeorr Km—1) € My, .
Then Z N Ky =7om(fm)(Koy oy Km—1) N K and
Z N Em =700 fm) Koy eus Km—1) N Km -
So in the model M [Z],
V(< kIm<wi€y, ... Em-1<ZNC=m0w( frm)(&oys ey Em—1) N C.

This defines regressive functions, and there are values mg and 7, ..., 7m, such
that for a stationary set S Ck

V(e SZﬂCIﬂ'ow(fmo)(no, oo nmo—l) N .
But then

A Wow(fm0)<770, ooy nmo—l) c M.
Contradiction. []
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Lemma 12. In M|Z], there is an infinite subset Do C D (which is cofinal in k).

Proof. Let {a,|v <~} € M[Z] be cofinal in kK where v < k. Without loss of gen-
erality, v < kg .

Work in My . For v < v consider the minimal x,, such that o, < k,, and a < -
minimal sequence £, C D such that for some f,

Oy = T‘-Om(fl/)(/%)l/)°

Since v < kg
(mow(fi)lv <) =mou((fulv <)) e M

we can, in M|[Z]|, define K, as the <-minimal sequence such that

Oy = WOw(fu)(/%’u)-

Let Do = Uy<7 Ry € M|Z], Do C D. If Dy were finite then
{aw|v <7} S{mow(fo)(R)lv <,k C Do}t €M

would make k singular in M, contradiction. ]
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Work in My. Let \g < A1 < ... enumerate Dy. For m <w let K,,, C D be < -min-

imal such that there is f,, € My, fin: /{Bength('%m) — M, such that

Z 0 A = 70w ( Fn) (Ron) 0 A (1)

Let D'=DoUlJ,,_, Km € D. Observe that

(Mow(fm)m <w) =mou((fm|m <w)) € M. (2)

By (1) and (2), Z € M[D"].

Conversely, Dy € M|[Z], and (K, |m < w) can be defined in M[Z] by: K, is < -
minimal such that

Z 0 A = 70w ( Fn) (Ron) 0 A

Hence D’ € M|[Z].
Thus M[Z]|= M|D’]. ]
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Proof of Theorem 1 for Z C kg.
We want to show that the top condition

(0, ko) IF B(C)=VYZ C ko 3IC' C C My|Z]) = My[C"],

Assume not, and let MyE“(a, A)IF=®(C)".

By elementarity, M E“(mow(a), mow(A)) IF=®(C)”.

Let {km|n < m < w} C myu(A). Then my,(a) U {km|n < m < w} is a Prikry
sequence for g, (Uy) and

Mmyw(a) U{kmn <m<w}]

is a generic extension where (mg,(a), mow(A)) is in the generic filter corre-
sponding to mou(a) U{km|n<m <w}. Hence

M mop(a) U{km|n <m <w}Fa®(myu(a) U{kmn<m<w})

Since the model M[C] and the formula ®(C) are invariant w.r.t. finite variations

of C
M|D]E-®(D)
But this contradicts Theorem 9. []
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4. Dense Projections and two-stage iterations

Definition 13. Let (P, <), (P, <) be partial orders. m: P — P’ is a dense
projection if

- p<q—mn(p)<7(q)
— w|P] is dense in P’
- Vp'sw(p)Ig<pple) <7’

Theorem 14. Let 7m: P — P’ be a dense projection, p € M . Let G be M-generic
over P. Set

G'={p'eP|IpeGp' >7(p)}.
Then
— G is M-generic over P’.
— 7 YG'| C P is a partial order, n~YG'] € M[G'].
— G 1s M[G']-generic over 7~ 1[G'].

—  MI[G] = M[G"[G] is a two-stage extension by P’ x 7= G']; 7~ G'] is the
quotient P/P’.

— plrppern G e plFpa(p) € G e p <x(p).
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Now let P be Prikry forcing over M with normal measure U. Define a dense
projection m: P — P

m({ao, a1, ..., azn—1}, A) = ({ao, az, ..., agn—2}, A’)

and
W({ao, A1y eeny agn}, A) = ({CL(), ag,y ..., agn}, A/)

where ag< a1 <...<agn_1<a2, <k and A'={a € Ala is a limit of A} €U.
Let M|G] be a Prikry extension with Prikry sequence

C = {Co,Cl, }, co<ci<...

The projection G’ of G is given by the Prikry sequence
U a= U m(a) = Ceven = {co, C2, C4... }.
(a,A)eG’ (a,A)eG’

Hence M|[G] = M|[Ceyen]|G], G is M [Ceyen]-generic over 7~ [G’]. Denote the quo-
tient forcing by

P/Ceven
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Theorem 15. M[G|E P/Ceyen has the kT -chain condition.

Proof. Consider p& = (pSla < k) € P/Ceven - We may assume that this is
forced by the weakest condition and it suffices to find a condition which forces
the compatibility of some p, and pg. For a < kT choose qu , po € P such that

QOz”_pa:pa EP/C.1e\fer1

We may assume that the stems of ¢, and p, have the same odd length. By a
pigeon principle we may assume that for all o« <x™

o — ({CLO, b17 az, b37 ceey a2n}7 Ba)

Pa — ({&0,&1,@2,@3,...,CLQn},Aa)
for fixed apg< b1 <as<bs<...<a9, and ap< a1 <as<az<...<as,. Then

({ao, b1, a9, bs, ..., a2, }, (Ba N Bg)’) IF pa, pa are compatible in P/C.’even .
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Towards a Proof of Theorem 1 for subsets of k1.

Consider Z Ck*, Z € M[C]. Every ZNa, a < kT is equivalent to some C, C C':
M|ZNa]=M[C,].
By pigeon principle, there is a fixed C’, say Ceyen , such that for every a <™
M|Z 0 a]=M[Ceyen].

Z is M |C]-generic over P/Ceoyen . Let Z be a P/Ceyen-name, 7% = 7. For every
a < kT define the Boolean value

bo=|ZNa=(ZNa) |

(bo|ae < KT) is decreasing in the complete Boolean algebra for P/Ceyen , and by
the kT-c.c. it is eventually constant. Let b, be that constant value. Then

Z=|J {2 € M[Coven]|3a < wt|ZNa=2] =b.} € M[Coven].

Thank you!
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